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Abstract

In this work, we have proposed an auto-
matic discourse prediction model. It pre-
dicts the discourse information for a sen-
tence. In this study, three discourse modes
considered are descriptive, narrative and
dialogue. The proposed model is devel-
oped using story corpus. The story cor-
pus comprises of audio and its correspond-
ing text transcription of short children sto-
ries. The development of this model en-
tails two phases: feature extraction and
classification of the discourse. The feature
extraction is carried out using ‘Word2Vec’
model. The classification of discourse at
sentence-level is explored by using Sup-
port Vector Machines (SVM), Convolu-
tional Neural Network (CNN) and a com-
bination of CNN-SVM. The main focus of
this study is on the usage of CNN for de-
veloping the model because it has not been
explored much for the problems related to
text classification. Experiments are carried
out to find the best model parameters (such
as the number of the filter, filter-height,
cross-validation number, dropout rate, and
batch-size) for the CNN. The proposed
model achieves its best accuracy 72.6%
when support vector machine (SVM) is
used for classification and features are ex-
tracted from CNN (which is trained using
the word2vec feature). This model can
leverage the utilization of the discourse
as a suprasegmental feature from the per-
spective of speech.

1 Introduction

In recent years, there has been a lot of works on
analysis of storytelling style speech. In (Mon-
tao et al., 2013), TTS system was developed for

synthesizing story style speech in Spanish. The
main focus was on the analysis of prosodic pat-
terns (such as pitch, intensity, and tempo) based on
discourse modes. The three discourse modes con-
sidered for the study are narrative, descriptive and
dialogue. Further, the authors introduced narrative
situations such as neutral narrative, post-character,
suspense and affective situations within the narra-
tive mode. The discourse information was man-
ually assigned to each sentence of the story by
text experts. Based on the discourse modes, the
sentence was grouped, and prosodic rules are de-
rived. These prosodic rules implemented using
Harmonic plus Noise Model (HNM) for synthe-
sizing storytelling style speech. In (Delmonte and
Tripodi, 2015), an analysis based on discourse
mode was carried out to make TTS system more
expressive for English. The analysis of text was
carried out at phonetic, phonological, syntactic
and semantic level. The prosodic manager is pro-
posed which takes discourse structures as input
and uses the information to modify the parameters
of the TTS. The authors further carried out stud-
ies by proposing various discourse relations (Del-
monte, 2008; Delmonte et al., 2007).

In storytelling style speech (Theune et al.,
2006), a storyteller uses his/her skill by putting
variation in the speech for the better understand-
ing of the listeners (especially children). The vari-
ation in speech is produced by mimicking vari-
ous character’s voices present in the story, making
various sound effects, and using prosody to con-
vey emotions. It creates a pleasant listening ex-
perience for the listeners. In Indian Languages,
development of TTS systems for Hindi, Bengali
and Telugu are carried out in (Verma et al., 2015;
Sarkar et al., 2014). In most of the earlier works,
discourse information of sentence is obtained by
manual annotation. This information is annotated
by the text experts of the particular language. In
this work, we are developing a method to auto-46



matically classify the sentence based on discourse
modes. This information will be processed fur-
ther to improve the prediction performance of the
prosody models that are developed for Story TTS
systems. In Hindi Story TTS system, discourse in-
formation plays a vital role in capturing the story
semantic information. The prosody modeling for
duration, intonation, intensity and pause using dis-
course information are carried out in (Sarkar and
Rao, 2015). In view of this, we have explored var-
ious machine learning techniques to automatically
predict the discourse of the sentence in a story.

In NLP, sentence classification has been car-
ried out using machine learning techniques such
as SVM, KNN and K-fold cross-validation. There
have various types of deep learning architectures
like recurrent neural network (RNN), deep neural
network (DNN) etc. In this work we have used
a convolutional neural network (CNN) which is
motivated from (Yoon, 2006). For the first time
(Yoon, 2006) proposed a framework for using con-
volutional neural network (CNN) for text classifi-
cation (i.e. emotion and question classification)
at sentence level. The fundamental property of
CNN (shared weight and local connectivity) make
it different and suitable for sentence classification.
Rather than learning single global weight matrix
between layers, they expect to find an arrangement
of locally connected neurons. Similarly, In the
case of sentence classification, we need to find out
the relationship between words in a sentence. Ex-
periments were carried out using CNN and DNN,
among these CNN gave better performance.

In this work, our aim is to create a model which
can recognize the discourse of sentences. We
have implemented Convolutional neural network
(CNN) for automated sentence (from Hindi story
corpus) level discourse classification that has not
been addressed yet. We have considered three dis-
course modes- a Descriptive mode which enables
the audience to develop a mental picture of what is
being discussed, Narrative mode, it relies on sto-
ries and Dialogue mode, which includes the ex-
change of conversation in a group or between two
persons directed towards a particular subject. The
performance of these models is evaluated by using
confusion matrix.

The work flow of this paper is as follows; the
story-speech corpus is discussed in section II. Sec-
tion III describes the proposed architecture for dis-
course classification. This section also explains

about the vector representation of words, convo-
lutional neural network (CNN), multiclass SVM
and combined CNN-SVM model. The Section IV,
discuss the experiments and results of the systems.
The conclusion and future work of this paper have
been included in section V.

2 Story Speech Corpus

The story speech corpus in Hindi consists of both
story text and its corresponding story wave files.
The children story texts are collected from story
books like Panchatantra1 and Akbar Birbal2. The
speech corpus comprises of 105 stories with a total
of 1960 sentences and 25340 words. These sto-
ries were recorded by a professional female sto-
ryteller in a noise free studio environment. For
maintaining the high recording quality of the sto-
ries, continuous feedback is given to the narrator
for improving the quality of the recordings. The
speech signal was sampled at 16 kHz and repre-
sented as 16-bit numbers. The total duration of
the story corpus is about 3 hours.

In this study, we considered only three differ-
ent kinds of discourse modes (i.e. narrative, de-
scriptive and dialogue). In literature, there are dis-
course modes such as narrative, descriptive, argu-
mentative, explanatory and dialogue (Adell et al.,
2005). It is been observed in the children stories
that the different parts of story are narrated in dif-
ferent styles based on the semantics present at that
part of story. In general, most of the children sto-
ries in Hindi, begins with introducing the charac-
ters present in story, followed by various events
related to the story and finally story will conclude
with a moral. In the narration of the story, as it
progresses one event after another, narrative mode
is used to depict the listener/reader about the ac-
tions taking place in story. The descriptive mode
shows the various activities that the main charac-
ter is experiencing. Dialogue mode is used for any
type of conversation taking place between any two
characters. Generally, a greater amount of the text
comprises of narrative mode. A storyteller uses
his/her skills to add various expressive registers at
sentence-level while narrating a story.

For Hindi children stories text classifications
are shown in (Harikrishna and Rao, 2015) and
(Harikrishna et al., 2015). Similar approached is
followed for manually annotating the story-corpus

1https://en.wikipedia.org/wiki/Panchatantra
2https://en.wikipedia.org/wiki/Akbar Birbal47



Data C N V L Test
Hindi Storyteller 3 1960 3512 44 CV
Speech

Table 1: Dataset information. C: Number of Out-
put classes. N: Number of sentences in storyteller
speech corpus. |V |: Size of vocabulary. L: Maxi-
mum length of a sentence. Test: Size of test data
(CV: train/test data partition is done by using 6-
fold crossvalidation (CV)).

based on the three discourse modes. At sentence-
level, text of the story was entrusted by four native
Hindi speakers on text classification. They have
been trained separately and work independently in
order to avoid any labeling bias. In order to make
the task of the annotation more focused, various
discourse modes are annotated from the point of
view of the text. Each annotator’s task is to la-
bel the sentence with one of the modes of dis-
course (i.e. descriptive, dialogue and narrative).
In the story corpus, there are 1960 sentences in
which narrative, descriptive, and dialogue mode
have 1127, 549, and 294 sentences, respectively.
The inter-annotator agreement is given by Fleiss
Kappa (κ). The κ values above 0.65 or so can
be considered to be substantial. The κ value is
0.73 for the annotating the discourse mode to each
sentence. Following are the example sentences of
given discourse mode:

Descriptive mode

• ek taalaab men do machchha rahate the

• yah kah kar mendhak vahaan se chala gaya

• tabhi dono ne hi samajha ki ab to jaan bachi

Narrative mode

• tab tak birbal bhi darbar men aa pahunche

• baadshah ne vahi prashna unse bhi puchha

• rakhvala sevak ghabra gaya

Dialogue mode

• aisa mat karo isase to ham donon hi maare
jaenge

• soch lo na dikha sakhe to saja milegi

• tumne yah chamatkar kaise kiya

3 Proposed Model

In the work, we have used three model for dis-
course classification. In the first and second
model, word2vec is used for feature extraction,
and CNN and SVM (Joachims, 1998) respectively
are used for classification. The third model is
the combination of CNN and SVM (Cao et al.,
2015), where CNN is used for feature extraction
and SVM is used for classification. All these mod-
els are described in details, further.

3.1 Word to Vector

In text processing problems, words act as an im-
portant (Turian et al., 2010) feature. The words are
considered as a distinct atomic (Collobert et al.,
2011) attribute, for example, a word ’car’ might
be expressed as ‘id123’. This representation of a
word is not sufficient enough to highlight the rela-
tion that may exist between the words in a story.
In order to train the models successfully, there is a
need for better representation of words. The vec-
tor representation of the word allows capturing the
relevant information of the word for a task at hand.
The values for the vector of words either could
be generated randomly or by using some learning
model like word2vec. Traditionally TTS system
used uniform distribution for vector representation
of words. Uniform distribution provides random
values to word vector. Training using these vec-
tors require large training data. For less training
data, word vector cannot be learned properly, and
they may be overfitted.

Therefore, instead of randomly initialization
of word, we used word2vec model for vector
representation of words. In general, word2vec
model uses two types of algorithms (i)Continuous
Bag-of-word (CBOW) model and (ii) Skip-Gram
model (Mikolov and Dean, 2013). In this work,
CBOW model is used for obtaining the vector rep-
resentation of the word.

The architecture of the CBOW model can be
seen as a fully connected neural network with a
single hidden layer. The bag-of-word represents
the relationship between a word and its surround-
ing word. In this work, two successor and two pre-
decessor words are taken as input to recognize the
current word. We have evaluated the accuracy of
the CBOW by varying the dimension of the word
vector such as 10, 15, 20, 25, 30, 40, 50 and 100.
The 20-dimensional feature vector gave the opti-
mal performance for the training data. Table 248



shows that similar words (Mikolov et al., 2013) in
the vocabulary is extracted by measuring the co-
sine distance between the word vectors.

Query Word Simillar Word
birbal manoranjak

akabar
baadshaah

taariph
samjhaya

pyaara sajidhaji
aanandit
chaahti
bhaabhi

ijjat

Table 2: Top five similar words (calculated using
cosine distance measure technique) from the vo-
cabulary size of 3512 words.

3.2 Convolution Neural Network (CNN)

In this work, CNN has been explored for sentence
based discourse classification problem. The rea-
son for using CNN is to have a model that can
easily manage the word sequence in a sentence
and finds the relationship between the surround-
ing words. The key concept in CNN is the con-
volution operation. The convolution is between
the input and filter matrices to find the relation
in a sequence. In this work, input matrix of the
CNN corresponds to a sentence. Figure 1 repre-
sents the complete process of training and test-
ing the CNN model with an example of train-
ing and testing sentence. A sentence in the CNN
model is represented by S1 ∈ <n×v, where S de-
notes an input matrix to the CNN, n is the num-
ber of words in a sentence and v is the word vec-
tor dimension which is extracted from word2vec
model3. Zero-padding is done for the varying sen-
tence length. Let F ∈ <h×v corresponds to a fil-
ter for performing mathematical convolution oper-
ation which convolve with each possible pair of h
words in a sentence [S1:h, S2:h+1, ..., Sn−h+1:n] to
generate a feature map

m = [m1,m2, ...,mn−h+1]

The next task is to perform max-pooling opera-
tion on the feature maps generated using a con-
volution filter and calculates the maximum value

3https://code.google.com/p/word2vec/

M = max{m}. In this way CNN extract dom-
inant features for each feature map. CNN learns

Figure 1: CNN Achitecture for discourse classifi-
cation.

to convert a given sentence into a discourse label
by calculating discriminant features (Dosovitskiy
et al., 2014).

Model Hyperparameters Finding a set of hy-
perparameters (Hoos et al., 2014) is a neccessary
task for optimising convolutional networks. There
are various hyperparameters to tune in CNN such
as the number and the height of filters, learning
rate, dropout rate (Krizhevsky et al., 2012), L2
constraint, etc. Value of these hyperparameters de-
pends (Zhang and Wallace, 2015) on the task at
hand.

We observed that model performance is vary-
ing by using various hyperparameters. In the case
of discourse classification, the proposed model
achieves the best performance at the following val-
ues of the hyperparameters. It includes three filters
for convolution operation, and their corresponding
sizes are (3×100, 4×100 and 5×100) where 3,4,5
is the height of the filter with 100 feature map.
AdaGrad (Duchi et al., 2011) technique is used for
training the model where the parameter for learn-
ing rate is 0.05. The value for L2-constraint is 3
which is used for regularizing the model parame-
ters. The penultimate layer of the model is regu-
larized using dropout rate of 0.7. We observe that
model performance is varying as per the various
dropout rate. In the case of discourse classifica-
tion model performance is reduced if dropout rate
is more or less than 0.7.49



Model Regularization CNN is more prone to
overfitting because of a large number of hyper-
parameter tuning while training. Overfitting is a
situation when the model is overtrained for train-
ing data, and it will be unable to predict the new
data correctly. This problem is resolved by using
regularization. For Regularization, dropout tech-
nique is implemented at the second last layer of
CNN. Dropout is a method to deactivate (Miao and
Metze, 2013) randomly selected hidden nodes.
The dropped out nodes does not contribute to
the training of the model. With the help of the
dropout, technique model will learn more gener-
alize feature. Also, the performance of the model
increases because the active nodes are now insen-
sitive to dropped-out nodes. In this work, we have
seen dropout rate of 0.7 gives good result compare
to values greater and less than this.

3.3 Multiclass Support Vector Machine

In this section, we discuss SVM (Rennie and
Rifkin, 2001) for the multiclass problem by uti-
lizing one-vs-rest method. The process involves L
binary SVM for L classes and data from that class
is taken as positive and remaining data is taken
as negative. In the Hindi story corpus, at sen-
tence level features are extracted to train the SVM.
The words w ∈ <v in the sentence is represented
by v dimensional vector extracted using word2vec
model. The input sentence is represented as:

S2 = [w1 + w2 + ...+ wn]

Here, the plus + symbol denotes the concatena-
tion of the word vector. The Figure 2 shows the
framework of the procedure followed for training
and testing of SVM model.

3.4 CNN-SVM Model

In this section, we explored the combination of
CNN-SVM model for developing the automatic
discourse predictor. The CNN generates discrimi-
nant features, and SVM gives better generalization
on the new data. During learning SVM tries to
find out global hyperplane and CNN tries to min-
imize cross-entropy value. SVM provides better
classification results than the softmax function at
the fully-connected layer of the CNN. Here, the
architecture of the CNN model is same as we have
used before in this work 3.2. In this model, CNN is
used for extraction of the feature for the sentence
and then these features are used for training the
SVM. The softmax function used to generate the

Figure 2: SVM Achitecture for discourse classifi-
cation.

probabilistic value for the input data. This value is
treated as a feature produced by CNN.

The Figure 3 shows that CNN takes a sentence
as an input matrix S1 which is generated using
word2vec model. For feature extraction task CNN
uses its original model in which softmax function
is used at the output layer. After training of CNN,
the features are obtained. These features are used
for training the SVM model. The testing is carried
out by extracting the features from CNN and using
SVM classification.

4 Experimental Results

In this section, we discuss the experiments car-
ried out on Hindi story corpus to analyze the accu-
racy of the discourse prediction model. The eval-
uation is performed using a various parameter of
CNN (number of the filter (N), filter-height (H),
cross-validation (CV) number, dropout rate (D),
and batch-size (B)). Effect of each value of the
parameters significantly alters the performance of
the model. During experiment value of CV varies
from 8 to 10, the value of N in between 1 to 3, the
value of H ranges in between 3 to 5, the value of
B varies from 50, 100 and 150 and D lies in the
range of 0.2 to 0.8. After several experiments, we
got optimal results at the number of filter 3, filter-
height [3,4,5], Cross-validation (CV) 8, batch-size
50 and dropout rate 0.7.

At the time of training and testing, input to the50



Figure 3: CNN-SVM Achitecture for discourse
classification.

model is a sentence. In training, each story is di-
vided into a set of sentences. Each of the sen-
tences are labeled with one of the discourse mode
(descriptive (DS), dialogue (DL), narrative (NR)).
1613 sentences are used in training and remaining,
347 sentences are used for testing the performance
of the model.

The performance of the proposed methods is
evaluated using confusion matrix, ROC curve, and
F-Score. A graphical plot of the performance is
shown by ROC curve. This curve considers only
true positive rate and false positive rate of the test-
ing data. F-Score tells about the sensitivity, speci-
ficity, precision, recall, f-measure, and g-mean.
Here sensitivity and recall show the true positive
rate, specificity shows the true negative rate, preci-
sion gives the positive predicted value, f-measure
(Espı́ndola and Ebecken, 2005) is the harmonic
mean of precision and recall and g-mean is the
geometric mean of precision and recall (Powers,
2014).

Table 3 represents that each discourse is clas-
sified (using SVM which is trained on features
extracted from CNN) correctly by almost 72.6%.
Narrative mode classification is 76.3% because
of more training data for this mode, and dia-
logue mode classification is 65.5%, and descrip-
tive mode classification is 65% because for this
class we have fewer data to train our model.

Figure 4 represents the receiver operating char-

DS (in %) NR (in %) DL (in %)
DS 70 .1 22.4 7.5
NR 19.4 78.3 2.3
DL 10.6 20 69.4

Table 3: Discourse classification results for the
Hindi story corpus using CNN-SVM.

acteristic (ROC) for CNN-SVM model where
class 1, class 2 and class 3 accounts for the de-
scriptive, narrative, and dialogue mode respec-
tively. Class 2 (narrative mode) has larger true
positive rate than other two classes.

Figure 4: ROC curve for CNN-SVM model.

Table 4 shows that each discourse is classi-
fied (using CNN with softmax function which
is trained on features extracted from word2vec
model) correctly by almost 62.66%. Dialogue
mode classification is 39.58% which is lesser than
descriptive and narrative mode classification be-
cause for dialogue mode we have fewer data to
train our model. CNN learns better feature if a
particular mode has sufficiently large amount of
training data.

Figure 5 represents the ROC curve for CNN
model. Class 1 (Descriptive mode) has larger true
positive rate than other two classes.

Table 5 shows that each discourse is classified
(using SVM which is trained on features extracted
from word2vec model) correctly by almost 54.3%.
Dialogue mode classification is 18.75% which is51



DS (in %) NR (in %) DL (in %)
DS 77.08 8.33 14.58
NR 10.86 71.73 17.39
DL 25 35.41 39.58

Table 4: Discourse classification results for the
Hindi story corpus using CNN.

Figure 5: ROC curve for CNN model.

lesser than descriptive and narrative mode classi-
fication because for dialogue mode we have fewer
data to train our model. SVM give worse results if
a class does not have sufficient amount of training
data.

DS (in %) NR (in %) DL (in %)
DS 67.39 17.39 15.29
NR 10.41 77.08 12.5
DL 37.5 43.75 18.75

Table 5: Discourse classification results for the
Hindi story corpus using SVM.

Figure 6 represents the ROC curve for SVM
model. Class 2 (Narrative mode) has larger true
positive rate than other two classes. In class 3 (Di-
alogue mode) false positive rate is greater than true
positive rate.

Table 6 represents f-score for all the proposed
model. F-score gives almost complete knowledge
about the methods. It can be observed that the best
performance for discourse classification is 72.6%

Figure 6: ROC curve for SVM model.

using CNN-SVM model. SVM model gives worst
performance against all given model.

F-Score CNN SVM CNN-SVM
(in %) (in %) (in %)

Accuracy 62.66 54.3 72.6
Sensitivity 77.08 77.08 58.86
Specificity 55.32 42.55 71.97
Precision 46.84 40.66 52.06
Recall 77.08 77.08 58.86
F-measure 58.27 53.24 59.55
G-mean 65.30 57.27 70.88

Table 6: F-Score for discourse classification mod-
els.

5 Summary and Conclusion

In this work, we have developed automatic dis-
course classification model which determine the
discourse information of the sentence. We ex-
plored SVM and CNN for developing the auto-
matic discourse classification model. In view of
this, we collected short children stories to develop
story corpus. This corpus is used for developing
the automatic discourse predictor. Three modes
of discourse are considered, narrative, descriptive
and dialogue. The features are used for train-
ing the SVM and CNN model are obtained using
word2vec method. Our current model achieves its
best accuracy (72.6%) when the feature is obtained52



using CNN (which is trained on word2vec feature)
and classification is done by using SVM.

Future scope of this work is to increase the cor-
pus size to improve the accuracy of the model.
Apart from word2vec, we can explore Latent Se-
mantic Analysis (LSA) for obtaining the features.
We can also compare the current work by using
recurrent neural network (RNN).
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